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Disclaimer

I will not present original work today. Inspired by:

• Jordan K. Taylor, An introduction to graphical tensor notation
for mechanistic interpretability.

• Nelson Elhage et. al., A mathematical framework for transformer
circuits.

• Callum McDougall, ARENA Mechanistic Interpretability Tutorial.

All the mistakes are my own!
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1. Motivation



Generative pre-trained transformer (GPT)

“ABC...H”

tokeniser

...

H

...

...

A B C ...

Transformer

v0 v1 v2 v8

tokeniser : splits a string into “tokens”. There are vocab size ⇡ 50000 many tokens.

A : A is a token

Transformer : is a blackbox for now

v0 : is a prob. dist. over vocab size predicting the token following A

Dataset: internet text
Loss: cross-entropyM



Generative pre-trained transformer (GPT)

The

Transformer

v0

sample from v0

input new sequence

The cat

Transformer

v1v0

The cat sat on the

Transformer

v0 v1 v2 v3 v4 mat



Chatbot pipeline

Credit: Abbeel, Yan, Frans, Wu
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Model deployment

Models are increasingly being deployed in high-leverage roles

Credit: Peters

Yet how they make these decisions is not clear!
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Mechanistic interpretability

Credit: Nanda

The typical workflow:

1. Stare at the model weights

2. Tell a plausible story

3. Verify the story empirically

Today, we be doing point two and a very small bit of point three!



A suggestive example

Researchers identified various representations in a GPT-4-sized model.
“Stimulating” these representations produced the follow:

Credit: Templeton et. al.

Can we identify and stimulate safety-relevant features e.g. truthfulness?
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2. Transformer architecture



Tensor network preliminaries

Orthodox:

Credit: Taylor

Unorthodox:

1 + B=- ((AB)C)=-
contract first

where O is an element-wise non-linearity



Warm-up: Multilayer perceptron (MLP)
Hidden

Out Weights : Wa
, Wa

Biases : be
,
by

affine transformation

inmp: -
where 3j = 0([x (Wrij +(b +j)
with o non-linearity

Standard : JERRhidden-

Transposed convention

3(Wi + ba) am idehidden

mTogether I



Transformer Attention block #CGPT-3 has 96 of these ! )

context model

~ At[ 7-
context

model : unembedding

-7
model

context ↑
-

context vocab model
-

model

-

vants
tocontin----·contracts to contmode· Did you a Butput : J

↓ contritiLocal context

-

I
context vocab vocab

-
·Parameters learnt by the more

-

In general, I will denote learnt parameters
-
Vocab



Attention Attn
. pattern or-circuit

- -·
)/more contentingmad

more

Intuition :

compete identifice which tokens are relevant givence

: moves information from attended tokens to current token
softmax QK-circuit

Details : Masee -

lett me Air softmaxMask
-
can only attend to

where softmax(Alj= Mask(iljisnetrios
tokens

makes Alz now stochastic

model + lower-

Putting things together :·



Attention

Example:

Credit: Taylor

#
Revisit intrition : fix the ith token in the context

model

might me hAbi,])WrWo
Forthe ith token (Abelijntext is a prob ,

dist
.

over relevant tokens

Example:

i
A context

+ [
it
oken



Attention

Multihead :

Atte .

[-heads
cam use tensor network notationin

·
Putting it all together!



Attention
-tention

Attention

lar
a

#- I

⑫softmax MLP

-
Embedding
-

X 7 Unembedding
-

model -·I I

contracts to Contmode

component Intuition
-earntparameters

Embedding Transformation from "vocab basis" to "mode basis"

ItAttention weights & distributes information

MLP I Stores & processe information #little
Unembedding Transformation from "model basis" to log-probs . E



3. Induction heads



In-context learning

In-context learning refers to the empirical observation that tokens later
in the text are easier to predict than tokens earlier in the text.

For example:

“One person turns up surprisingly often at Donald Trump’s side.”

The continuation of the text is likely to include words like:

• “Elon Musk”, “Tesla”, “SpaceX”

• “Hulk Hogan”, “Dana White”, “UFC”, “wrestling”

• “Robert F. Kennedy Jr”, “conspiracy”, “anti-vaccine”

Models use ‘context’ to help make better predictions.



Induction heads

Induction heads perform a very specific type of in-context learning.

Consider the following text: ”...[A][B]...[A]”

Induction heads boost the probability that the next token will be [B].

e.g.

Credit: Olsson et. al.

Study induction heads in the simplest model known to have them.



Two-layer attention only transformer#
Iheads) # heads

Attention block 7 Attention block 2

- -
model

contrit⑰Local·
contracts to cont

mode

Express in terms of -:

·i
model



Let i denote the induction head. The relevant term :

·



Induction head – prefix matching

·i no composition
↑

↓

recall:

↓-composita
·
· - composita

:
· composia"



When the input is such that induction is relevant i.e.on"

... [A]EB] ... [A]" #- & El-parameters are such that :

kk+ .. -
R

1. 1) Head p in K-composition dominates attention
-- ---------------------

·context
-
-----------

and opentant attends to the previous token i.. e.

[14context

where
context

Mo E
l

- Figh itokenthee
else



Putting things together :

#ention works as expected

Tokensna

·
=>

↳are t



Induction head – copying #Return to the full network and expand
model

(X) [ !
recall :

contritifocab =·↑
3 no composition
-·yo



When the input is such that induction is relevant i.e.o"

... [A]EB] ... [A]" #- & El-parameters are such that :

kk+ .. -
R

2 . 1) Head i in no composition dominates
model

model

··
E acts as the identity

*
on -E-

* but the matrix is low-rank !

G The model overcomes this by
contLocal·L assigning another #ind-heads

induction heads with the same
atth.pattern . Now the effective
component ofthe circuit is :

·



Checking our full circuit works as expected
: #

· context- vocab

contrLocal
=-] L

token ID of "B"

-
=

- #out [0 ... 010 ... 0]

So our mode predicts ,
as desired



Induction head – copying· #In
summary we have the components :

1.1) There exist a previous token head in layer on

contcontext contcontext

↳mak
tenor

vocab2..1)acts as the identity on0

It remains to check if this is actually happening !

mem



Induction head – copying· #model dimensionIn
summary we have the components :

1.1) There exist a previous token head in layer on

contcontext contcontext

↳mak
tenor

#ind-heads

vocab2.. 1)t acts as the identity on --

It remains to check if this is actually happening !

↳ See ↓ for more details



Thanksfor your attention o
-

Attention block

metention
-

model

UnembeddingTransformanI
-

vants
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contracts to cont
mode

Induction head :· I·L
-
Prefix matching copying
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